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Abstract

We measured the momentum coupling coefficient Cm and laser-generated ion drift velocity and temperature in the femtosecond (fs) region, over

a laser intensity range from ablation threshold to about one hundred times threshold. Targets were several pure metals and three organic

compounds. The organic compounds were exothermic polymers specifically developed for the micro-laser plasma thruster, and two of these used

‘‘tuned absorbers’’ rather than carbon particles for laser absorption. The metals ranged from Li to W in atomic weight. We measured time of flight

(TOF) profiles for ions. Specific impulse reached record values for this type of measurement and ablation efficiency was near 100%. These

measurements extend the laser pulsewidth three orders of magnitude downward in pulsewidth relative to previous reports. Over this range, we

found Cm to be essentially constant. Ion velocity ranged from 60 to 180 km/s.

# 2005 Elsevier B.V. All rights reserved.
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1. Introduction: need for fs data in laser ablation
propulsion

Knowledge of two parameters is critical for designing

successful laser space propulsion applications [1,2]. The first of

these is the so-called laser momentum coupling coefficient

Cm (N s/J) = J/W which is the ratio of momentum J transferred

to an object by laser ablation and the incident laser energy W.

The second is the optimum coupling fluence Fopt (J/m2) for

which Cm is maximized, and this is a critical parameter because

the fluence range for optimum coupling is fairly narrow. In

particular, the leading-edge slope of an experimental plot of Cm

versus F is very steep, corresponding to the onset of intense

vapor generation. Cm then rises to a maximum at the vapor–

plasma transition and decreases somewhat less rapidly at higher

laser pulse fluence due to plasma shielding. Fig. 1 shows data

[3] which illustrates this point. For applications such as the

ORION laser-space-debris clearing concept [1], for which laser

systems with tens of kilowatt average power have been

proposed, an incorrect value of Fopt can affect system design

and cost unfavorably, or make the whole concept unworkable

because correcting the error runs into other limitations such as

reaching the threshold for stimulated Raman scattering (SRS)

in the atmosphere. Isolated measurements of Cm or ablation rate

alone are not sufficient; rather, a clear experimental demonstra-

tion that the Cm versus F maximum has been achieved is

required, and this has not often been done in the literature. In

the range 100 ps < t < 1 ms, we have shown [2] that Fopt

varies approximately as predicted by 1-D thermal transfer

theory [4]:

Fopt ðJ=m2Þ ¼ B tm (1)

with m = 0.5 and B = 480 MJ/m2. However, the precise result is

material-, wavelength- and pulsewidth-dependent and, previous

to this work, information on Fopt and the associated Cm did not

exist for pulses shorter than 100 ps, and no proven model
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existed for predicting the parameters. Yet, interesting applica-

tions for femtosecond-pulse momentum transfer exist.

Aside from these practical concerns, a second motivation for

this work was to discover where the short-pulse breakdown

would occur in our theoretical model [3,5] for Cm, exhaust

velocity vE, electron density ne and temperature Te in the range

100 ps < t < 1 ms. In particular, the authors of ref. [6] have

shown that this breakdown point is probably t = 10 ps. Specific

impulse is defined by the relationship Isp ¼ vE=go, where go is

the standard acceleration of gravity at sea level.

2. Experimental setup

Fig. 2 shows the setup we used for these measurements. For

the ablation laser, pulse duration was 130 � 10 fs, wavelength

was 800 � 5 nm and maximum pulse energy was 20 mJ. As

appropriate, reflective and absorptive attenuators were used to

vary pulse energy on the target over a factor of 20, and three

different laser spot sizes were used. Combining both effects,

fluence on target could be varied through nearly two orders of

magnitude.

To generate useful physics data, we were careful to make

target size closely match laser beam size on the target. Targets

which are larger than the beam spacially integrate the

expanding blast wave, adding momentum which is geometry-

dependent rather than a basic property of the interaction.

Targets 4.0 and 1.0 mm in diameter were used with beam

diameters at 1/e2 intensity of 3.4 and 1.1 mm, respectively. A

third beam diameter of 0.56 mm was also used. For data

generated in this configuration, Cm was adjusted downward

for the spacial integration referred to above, using an

approximate technique described in the next section. This

correction was of order 25%. Beam distributions were

measured using the varying intensity fixed threshold method

[7]. The ablation laser was incident at 228 on plane, circular

targets. Polarization was s-plane, but the near-normal angle of

incidence makes the polarization state of mainly academic

interest.

Impulse was measured using a torsion pendulum [2] to

which the target was mounted with vacuum grease. Its response

was 6.81 mN s/rad, and the response was read out using a probe

beam reflecting off a mirror mounted to its center of rotation.

The resonant frequency of the pendulum was measured for each

target and used to adjust the basic pendulum calibration for

varying target mass using a technique described in ref. [2]. The

nature of the impulse sensor limited us to single shot

measurements. Targets were manually aligned to �100 mm

transverse accuracy to the incident beam footprint (Fig. 3).

Nevertheless, alignment errors were responsible for scatter in

the results obtained. A high-magnification video telemicro-

scope facilitated transverse alignment, and the microscope’s

10 mm depth of field facilitated axial positioning of the target

on the torsion pendulum in the converging laser beam.

Typical target chamber pressure was 1.3 � 10�2 Pa.

Ion time of flight (TOF) data was taken for each shot, using a

Burle Instruments TOF detector with a two-stage micro-

channel plate (MCP) at the end of a 116-cm field-free drift

tube. MCP voltage varied from 1250 to 1900 V depending on

the ion flux.

As many as 20 shots were taken on each target before

replacement, since single shot etch depth was only a few

nanometers. Typically, five surface-cleaning shots were applied

to remove debris and traces of surface grease before data were

recorded. A total of 204 impulse data shots were taken on 10

materials. These were Li, Al, Mo, Fe, Zr, Au, W, and three

energetic polymers which are of interest for the microthruster

work, and which are described in detail in ref. [8]. Two of the

polymers were doped with a tuned IR absorber centered at 915

and 935 nm, respectively, wavelengths appropriate for the

microthruster application [2]. The third used nanodisperse

carbon as the laser absorber.

Metallic targets were all certified to have purity better than

99.95% by their supplier, Alfa-Aesar. The organic targets were

prepared as indicated in ref. [8], and used polyimide substrates.

Targets were mounted on both arms of the torsion pendulum

to maximize data throughput per vacuum-to-air cycle.

3. Accounting for oversize targets

To generate good physics data from the one case (highest

intensity points in tungsten data) in which target diameter was

1.1 mm and the laser beam spot diameter 0.56 mm, it was

necessary to take account of the additional impulse produced as

the blast wave rolls out across regions of the target beyond the

laser beam diameter (Fig. 4).

Target radiation is ignored, an adiabatic expansion from the

initial pillbox of thickness w ¼ l is assumed, expanding at

velocity v to cover a diameter DðtÞ ¼ Do þ 2vt, and we

approximate the expanded volume V(t) by

VðtÞ ¼
�

p

4

�
ðwþ 2vtÞD2 (2)

with Vo ¼
pD2

ow

4
: (3)

C. Phipps et al. / Applied Surface Science 252 (2006) 4838–4844 4839

Fig. 1. Data illustrating the concept of optimum coupling fluence. In this case,

the optimum intensity is 2.5 TW/m2 and Fopt = 55 kJ/m2.
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Then, with b ¼ 2v=Do; c ¼ 2v=w; we have

�
P

Po

�
¼
�

Vo

V

�g

¼ ð1þ ctÞ�gð1þ btÞ�2g : (4)

Defining

F1 ¼ ð1þ ctÞ�g
(5)

and

F2 ¼ ð1þ ctÞ�gð1þ btÞ�2g ; (6)

where t1 is the time at which D = Do,

t1 ¼
Do

ð2vÞ (7)

and t2 is the time at which D = Dt,

t2 ¼
ðDt � DoÞ
ð2vÞ (8)

bt2 ¼
�

Dt

Do � 1

�
; (9)

After some manipulation, we find an approximate correction

factor C for the measured Cm

C ¼
R t1

0
F1ðtÞ dt þ

R1
t1

F2ðtÞ dt

R t2
0

F1ðtÞ dt þ
�

1þ D2
t

D2
o

�R1
t2

F2ðtÞ dt

(10)

In Eq. (10), the numerator is the impulse Jm that would be

applied to a matched target with Dt = Do, while the denominator

C. Phipps et al. / Applied Surface Science 252 (2006) 4838–48444840

Fig. 2. Experimental setup for the fs measurements. Pulse energy of 20 mJ was available at 130 fs. Three sizes of target were used to match three different focal spot

sizes, which were obtained by careful positioning of the target on the torsion pendulum in the converging laser beam using the 10 mm depth of field of a high-

magnification video telemicroscope.

Fig. 3. Successful target alignment with a 1-mm target. The bright area in the

center of the target is the result of about 20 shots.

Fig. 4. Target interaction geometry for the discussion in Section 3. Target

diameter Dt is considerably larger than incident beam diameter Do. Beam

energy is deposited in a pillbox of thickness w ¼ l, and the blastwave

subsequently expands across the target.
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is (Jm + JD), JD being the impulse that is applied to the target

annulus outside the matched region. For our conditions,

Do = 0.56 mm, Dt = 1.1 mm and using v ¼ 25 km=s, we find

C = 0.76.

4. Results

4.1. Momentum coupling data

Figs. 5 and 6 show examples of impulse coupling results we

obtained for one metal and one organic target. To reduce scatter,

the impulse from five single shots at the same intensity were

numerically averaged to obtain one data point in the plot. The

error bars show the range of the original data. A curve was

drawn through the data to guide the eye, and the corresponding

intensity for maximum impulse coupling efficiency, Iopt,

indicated on each plot. Only a factor of 2 difference is seen

between the optimum coupling intensity for these two

materials.

These new data points are then presented on the revised

optimum fluence plot, Fig. 7. All results are summarized in

Table 1. In the table, maximum exhaust velocity is drawn from

the TOF data which will be discussed in the next section.

4.2. Time of flight data

Although originally planned as a secondary measurement, the

TOF data turned out to be at least as interesting as the primary

momentum transfer data. Sometimes, the data demonstrated a

single, high velocity peak. More often, there were two or even

three peaks (Fig. 8). In general, all the ion peaks could be fit

reasonably well by a drifting thermal Maxwellian.

In Fig. 9, we have plotted the most probable thermal velocity

(where k is Boltzmann’s constant, and Te and me are, respectively,

the electron temperature and mass) which is given by

vthð pÞ ðcm=sÞ ¼
�

2kTe

me

�
¼ 1:385� 106

�
TeV

A

�1=2

(11)

C. Phipps et al. / Applied Surface Science 252 (2006) 4838–4844 4841

Fig. 5. Impulse coupling data for tungsten, giving Fopt = 21 kJ/m2.

Fig. 6. Impulse coupling data for the energetic polymer gliycidyl azide polymer

(GAP) doped with IR absorber tuned to 915 nm, giving Fopt = 10 kJ/m2.

Fig. 7. Optimum coupling fluence plot shows purely thermal behavior down to 100 ps, and a flat behavior for shorter pulses. Our data is at the extreme left. Letters

next to data points in the figure are references to the literature explained in ref. [2].
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versus atomic mass A, rather than the temperatures of the ions

in the hot, warm and cold peaks in order to highlight the fact

that this quantity is nearly constant across the large range of

atomic mass studied. The only parameters which change much

over the range are vthð pÞfast and vthð pÞslow, which decrease by a

factor of 2 as we go from Li to W targets. Fig. 10 shows the

variation of TOF parameters versus intensity, for gold. Fig. 11

demonstrates the good correlation between ion flux and mea-

sured momentum versus incident intensity.

We found that impulse measured with the torsion pendulum

was highly correlated with measured total ion flux over a

decade in laser intensity (Fig. 11). There are undoubtedly a lot

of neutrals, clusters, etc., in the ablation plume, but their

contribution to total momentum is not as significant as that of

the ions, and we conclude that they have low velocity relative to

that of the ions.

5. Discussion

Measured impulse coupling coefficients differ by as much as

a factor of 5 relative to the ref. [3] prediction using Z = 1 at

130 fs. This substantiates the ref. [6] claim that the ref. [3]

theory begins to fail for pulses shorter than about 10 ps.

Since mass analysis was not available for these measure-

ments, there is some uncertainty in assigning identity to the ion

peaks. The slow ion peak velocity is about 50% larger than that

predicted by ref. [3]. The fast ion temperature we derive from

the data fit in Fig. 9 is 10.4 keV if we assume the ‘‘fast’’ peak is

due to Au, but only 53 eV if we assume it is due to H. This value

is consistent with the temperatures derived for the ‘‘medium’’

and ‘‘slow’’ peaks, assuming the ‘‘medium’’ peak is due to

oxygen. Similar results were obtained for the other target

materials (Table 1). We therefore take the fast ion peak to be

due to hydrogen ions, and the medium velocity (‘‘med’’) peak

which is sometimes seen, as due to oxygen, arising from water.

The specific impulse values are not dramatically different from

what one sees in ns-pulse work, or even [9] at 20 ns.

Others have seen similar multiple peaks in TOF measure-

ments. Ye and Grigoropoulous from the Russo group at

Lawrence Berkeley Laboratory [10] studied laser ablation of Ti

at 80 fs and intensities similar to ours, and found 2–3 ion peaks

with a fast ion drift velocity vDfast� 2� 107cm=s. Over a

decade of incident intensity, vDfast varied less than a factor of 2.

C. Phipps et al. / Applied Surface Science 252 (2006) 4838–48444842

Table 1

Experimental results

Material Fopt (kJ/m2) Experimental

Cmopt (mN/W)

Ref. [3] model

Cm (mN/W)

Ref. [3]

model vi (km/s)

Fast ion drift

velocity (km/s)

Slow ion drift

velocity (km/s)

Slow ion Isp (s)

Li 10.4 25 20 41 180 23 2350

Al 11.7 18 36 23 150 22 2245

Mo 5.2 42 62 13 130 24 2450

Au 16.9 20 85 9.4 160 24 2450

Fe 13.0 35 49 16 140 22 2245

W 20.8 30 82 9.7 110 31 3160

915 nm

IR absorber

10.4 80 25 32 68 20 2040

935 nm IR

absorber

13.0 32 25 32 100 32 3265

C:GAP 13.0 40 25 32 57 37 3775

Fig. 9. Variation of TOF ion parameters with atomic mass A, at 10 TW/cm2.

Targets were Li, Al, Mo, Fe, Zr, Au and W. Here, we plot vthð pÞslow (the most

probable thermal velocities) rather than Tslow and to eliminate the atomic mass

dependence of the temperatures, which distracts from the point we wish to

make. Only a slight variation of the ion velocities is seen. As atomic mass

increases by a factor of 29, and vthð pÞslow decreases according to A�0.21, and

vDfast is nearly constant.

Fig. 8. TOF data for gold, fit by individual drifting Maxwellians. Drift

velocities are 155, 0.55 and 0.26 km/s, respectively, for what we assume to

be hydrogen, oxygen and gold ions. Temperatures for the three groups are 53, 84

and 71 eV, respectively.
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They appeal to Coulomb explosion as the source of the first

peak. Features very similar to those we report were observed on

Ti using a much lower base pressure (1 � 10�5 Pa) and a 3 Hz

shot rate.

Amoruso et al. [11,12] reported double peaks from Au, Cu

and Al illuminated by 120 fs pulses, also around 100 PW/m2.

They noted the presence of H ions, and did do mass analysis,

which showed that the hydrogen content never exceeded a few

percent of the collected ion yield. They found p-polarized light

to be about 10 times more effective than s-polarized light in

generating ions. However, with their 508 incidence angle, the

distinction between polarization states is expected to be much

more significant than in our case.

Varel et al. [13] made measurements on sapphire with 200 fs

pulses at up to 2 TW/cm2. Using a time of flight mass

spectrometer, Al+, O+ and O2+ ions were observed. They

consider a two-step process in which Coulomb explosion from

ionized defect centers drives the first peak, followed by a

thermal ion pulse which transports the bulk of neutral ablated

material.

Pakhomov et al. [14] made measurements of ion velocities

generated by a number of materials at 100 fs. They saw ion

drift velocities decrease approximately according to A�0.5,

whereas our measurements showed vDfast and vDslow nearly

independent of A. The difference in results may be due to our

being far above thermal ablation onset intensity, and also to

their high base pressure of 0.4 Pa, a pressure for which the

mean free path for ion collision with neutrals is in the order of

5 cm.

We can say that the drift and thermal velocities we

observed are nearly constant versus atomic mass A for all

materials at 100 PW/m2, and do not depend much on intensity

either, for a single material. This rather unexpected result

indicates a fast-peak acceleration process which emphasizes

momentum conservation rather than energy conservation in

the mechanism connecting the incident photons with

accelerated charged particles leaving the target. Even more

surprising is the opposite trend of both velocities and

temperatures versus intensity between the hot and cold

distributions.

Examples of momentum-conserving processes are Coulomb

explosion, as well as wave–wave interactions in a plasma, e.g.,

stimulated Raman scattering. However, Bulgakova et al. have

stated that theory predicts Coulomb explosion to be impossible

for metals [15] because their higher electrical conductivity

inhibits build-up of the required accelerating field. SRS

produces an electron plasma wave with frequency vepw given

by

vo ¼ vs þ vepw (12)

where vs is the frequency of the scattered optical wave. This

process has often been observed in inertial confinement fusion

(ICF), and has an intensity threshold that depends linearly on

the density gradient Dn/Dx, and involves the critical electron

density nec ¼ 1:115� 1027=l2
o ðmmÞ and the ubiquitous ICF

scaling parameter Il2
o ðmmÞ (where by lo (mm) we denote the

incident wavelength in micrometers). According to ref. [16],

this threshold is given by:

Il2
oðmmÞ � 5� 1021

�
nec

hni

�2

�
�

Dn

nec

��
lo

Dx

�
(13)

A reflected wave of frequency vo/2 is generated, plus a

cascade of forward-going waves at frequencies vo � n-

vepw � vo � nvo/2 because gain for the process maximizes

at 1/4 critical density. These waves heat a finite number of

electrons to very high energy. Simulations show that the heated

temperature is roughly independent of intensity, depending

mainly on the density and background temperature, which in

turn control the phase velocity of the Raman-generated plasma

wave. These heated electrons then will (a few picosecond later)

strip enough ions from the target surface to produce charge

C. Phipps et al. / Applied Surface Science 252 (2006) 4838–4844 4843

Fig. 10. Variation of TOF ion parameters with intensity for gold. Only a slight

variation is seen. Over a factor of 20 in incident intensity, Tslow decreases by a

factor of 2 according to I�0.25 and vDslow by a factor of 1.4, as I�0.11.

Fig. 11. The variation of ion flux and measured momentum transfer show good

correlation over a decade in laser intensity. There are undoubtedly a lot of

neutrals, clusters, etc. but their contribution to total momentum is not as

significant as that of the ions.
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neutrality, dragging them along with a velocity that depends

only on this initial, fixed temperature.

However, to match the conditions indicated in Eq. (13), we

need a large gradient scale length Dx of order 800lo, or higher

intensity. The former could be achieved by prepulses. The latter

could be achieved by filamentation in the plasma. However, we

did not have diagnostics capable of revealing the truth of either

conjecture.

We found that the measured impulse correlated well with

the ion flux, determined by adding contributions from all the

peaks. It has been observed by Amoruso et al. via their

continuum emission that a slow cloud of nanoparticles are

invariably emitted from targets under femtosecond irradia-

tion. This may explain why the specific impulse we

determined from ion velocities was at least an order of

magnitude higher than that which we determined from target

mass loss.

6. Conclusion

We measured optimum impulse generation fluence and

associated momentum transfer coefficient at 130 fs on

several metals and three organic materials. To our knowl-

edge, this is the first such measurement for pulses shorter

than 100 ps. We found the 130 fs optimum coupling fluence

to be essentially the same as that for 100 ps. We also

measured TOF signals for ions generated in the ablation

experiments and found that drift velocities and temperatures

changed very little over the intensity range 5–120 PW/m2 on

a particular metal, or over the range from 7 to 200 amu at

100 PW/m2. Generally, we found two to three peaks in the

TOF signal, and that the second peak became more dominant

as intensity increased.

We postulated two alternative mechanisms for generation of

the fast ion peaks.
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